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Abstract—C/C++ computing systems constitute a significant
share of our critical software infrastructure and face substantial
security risks from memory exploitation. A single memory safety
error can potentially lead to the compromise of the entire
software system. To efficiently secure C/C++ computing systems
without extensive software adaption, the processor must be
able to restrict memory access to individual memory locations,
thereby enforcing the principle of least privilege. The integration
of lightweight and transparent isolation mechanisms that offer
flexible and scalable memory protection is crucial to minimize
the attack surface of software attacks.

In this paper, we present cryptographic least privilege enforce-
ment (CLPE), a novel mechanism for scalable memory isolation.
Our lightweight ISA extension enforces cryptographic integrity
checks for isolation granularities ranging from individual objects
to arbitrarily sized protection domains. We achieve this through
message authentication codes (MACs), linking pointers with
specific access privileges that restrict access to memory resources.
Our approach maintains compatibility with legacy software
and only minimally increases the processor’s microarchitectural
complexity. We provide a formal model of our design, ensuring
important properties of our ISA specification, and a hardware
model, allowing functional and timing-accurate simulation. The
simulated performance overhead of our hardware model shows
an average overhead of 2.5–7.4 % for the SPEC CPU2017
benchmark suite.

Index Terms—memory safety, principle of least privilege.

I. INTRODUCTION

Virtual memory-based process isolation provides strong
memory isolation by separating processes at the operating
system level. However, the lack of memory safety measures
within a process introduces a substantial security risk: a single
memory safety vulnerability [61] has the potential to com-
pletely compromise the target system. There is a strong need
for processor enhancements that provide fine-grain, efficient,
and transparent memory isolation to prevent the exploitation
of software vulnerabilities.

The principle of least privilege [52] is a fundamental
software paradigm typically enforced by the isolation of
distinct entities. Least privilege memory isolation in hardware
is particularly relevant to software built on memory-unsafe
languages by restricting unauthorized access to resources in
memory. Capability-based systems [14] implement the princi-
ple of least privilege at the architectural level. The CHERI
ISA [69], [70], [71] provides scalable memory isolation
through capability-based addressing. CHERI performs access
checks in hardware using fat pointers where the base, bounds,
and permissions are co-located with pointers to form capa-
bilities. Capabilities restrict access to the specified memory

ranges through dedicated capability registers and instructions.
Additionally, capability-based systems allow for privilege
management, e.g., the revocation of access privileges [19],
[72]. Despite the security benefits of CHERI, its deployment
can be challenging due to the significantly increased microar-
chitectural complexity and legacy incompatibilities.

In contrast, lightweight ISA extensions are largely transpar-
ent to the software (i.e., introducing no new dependencies)
and only require minimal hardware changes without affecting
the microarchitectural design of the CPU pipeline. The ARM
memory tagging extension (MTE) [57] and SPARC application
data integrity (ADI) [1], for example, integrate tagged memory
to enforce fine-grain access policies [25]. Tagged memory
architectures associate metadata, called memory tag, with each
memory granule on a defined size and granularity. Specifically,
ARM MTE and SPARC ADI employ a 4-bit memory tag with
a granularity of 16B and 64B, respectively. Both mechanisms
use pointer tagging and associate the tag with the correspond-
ing memory location. Subsequent memory accesses perform
logical integrity checks by comparing the pointer tag with
the tag assigned to the memory location. This allows memory
tagging to isolate individual objects, thus providing memory
safety. However, due to the limited tag size of 4 bits, tag
collisions are likely to occur, resulting in potential undetected
memory safety errors.

Intel memory protection keys (MPK) [49] are a lightweight
mechanism for page-based access control. MPK employs a
4-bit protection key stored in the page table entries (PTEs)
along with a user space protection key register (PKRU) to
implement page-level memory protection. PKRU-based pro-
tection schemes [10], [22], [55], [67] introduce transparent and
efficient domain isolation using MPK’s page-granular access
policies. Similar to Intel MPK, ARM memory domains also
use 4-bit domain IDs (akin to protection keys) for memory
isolation. Both mechanisms can be considered coarse-grain
memory tagging as they perform logical integrity checks at
a 4 kB page granularity. However, due to the limited 4-bit key
size, both Intel MPK and ARM memory domains offer only 16
distinct domains. This is restrictive as larger applications may
use up to thousands of concurrent execution contexts. Both
schemes also lack sub-page granular isolation, thus limiting
their applicability to object-level isolation.

In summary, existing memory isolation techniques are lim-
ited in providing one or more of the following properties:
strong detection capabilities, scalable isolation granularities,
support for numerous concurrent execution contexts, and min-



imal microarchitectural complexity. There is a strong need
for memory isolation mechanisms that unite these properties,
thus enabling scalable isolation levels (i.e., achieving memory
safety and domain isolation) within a single user-space process
while maintaining legacy compatibility.

In this paper, we present cryptographic least privilege en-
forcement (CLPE), a novel mechanism for memory isolation
that scales efficiently through cryptography. Our lightweight
ISA extension integrates cryptographic integrity checks using
message authentication codes (MACs). Memory operations
are transparently authenticated in hardware, utilizing recently
introduced low-latency block cipher designs [4], [5], [7], [34].
A MAC is directly associated with each pointer, enabling
fine-grain privilege management that supports frequent policy
changes with cryptographic strength. As a result, our ISA
extension detects memory safety errors with the security level
of the cryptographic MAC, offering several advantages over
established memory protection mechanisms:

(i) Cryptographic least privilege policies: The MAC asso-
ciates each pointer with a specific address range and restricts
memory access exclusively to that isolated memory region.
Thus, our new hardware feature allows privilege-centered
isolation for flexible memory protection similar to capability-
enhanced processors, e.g., the CHERI ISA. In contrast to these
processors, our hardware feature only minimally increases the
microarchitectural complexity.

(ii) Scalable isolation granularities: Our cryptographic
mechanism is efficiently scalable from single object isolation
(i.e., memory safety) to arbitrarily sized domain isolation, even
supporting secure interleaved memory sharing. In contrast,
mechanisms such as software-based fault isolation (SFI) [62],
[68] cannot provide this flexibility due to their partitioning of
contiguous memory regions. Other mechanisms that rely on
page-level isolation (e.g., Intel MPK) are bound to their page
granularity and cannot support finer levels of isolation.

(iii) Flexible number of execution contexts: Our crypto-
graphically enforced memory isolation allows thousands of
concurrent execution contexts (i.e., protection domains) while
supporting frequent policy changes. In contrast, isolation
mechanisms such as Intel MPK and ARM memory domains
only allow for 16 distinct domains, limiting their use.

(iv) Lightweight ISA extension: We only require minimal
hardware changes, being adaptable to complex processor mi-
croarchitectures. Moreover, our binary and ABI-compatible so-
lution can be easily integrated into legacy computing systems
by linking our security-hardened allocator, e.g., to safeguard
large and unmodified monolithic software.

In addition to the design of CLPE, we describe a formal
model consisting of a Sail specification of the ISA extension
and subsequently state and prove important properties of our
design. Furthermore, we provide a prototype implementation
consisting of a hardware model based on the gem5 simula-
tor [9], [37], a hardened memory allocator, and a Linux kernel
patch. The hardware model allows functional and timing-
accurate simulation. We evaluate our prototype implementa-
tion in terms of system performance, highlighting an average

overhead of 2.5–7.4 % for the subset of C benchmarks of
SPEC CPU2017 [13]. Moreover, we also provide an exten-
sive security analysis, including a systematic analysis and an
empirical evaluation using the NIST Juliet [12] test suite.
Contributions. In summary, our main contributions are:
(1) Cryptographic Least Privilege Enforcement. We

present a lightweight ISA extension for fine-grain mem-
ory isolation, enforcing the principle of least privilege
through efficient and scalable cryptography.

(2) Formal Model of the ISA Extension. We describe and
verify a formal ISA specification of our design.

(3) Hardware Model for Evaluation. We implement and
evaluate a proof-of-concept prototype, demonstrating that
our design is practical.

(4) Systematic Security Analysis. We systematically ana-
lyze the security of our ISA extension and empirically
evaluate the efficacy of our design.

Outline. The remainder of the paper is organized as follows.
Section II discusses the background of this work. Section III
and Section IV describe the design and formal model of our
ISA extension. Section V details our proof-of-concept imple-
mentation. Section VI and Section VII provide the security
analysis and performance evaluation. Section VIII discusses
related work, and Section IX concludes this work.

II. BACKGROUND

This section provides background on memory safety errors
and cryptographic memory protection.

A. Memory Safety Errors

Software developed using memory-unsafe programming
languages, such as C and C++, grants developers substantial
control over data stored in memory. However, programming
bugs can lead to exploitable memory safety errors, a prevalent
type of software vulnerability [40], [63]. Memory safety
vulnerabilities allow an adversary to manipulate the program’s
state and consequently alter the behavior of the execution.
Memory safety errors can be classified into spatial and tem-
poral memory safety vulnerabilities [61].

Spatial memory violations, such as out-of-bounds (OOB)
errors, allow an attacker to either leak or modify sensitive
data. A spatial memory violation occurs when a pointer
is dereferenced outside the intended memory boundaries of
the associated object. For instance, a linear buffer overflow
accesses data adjacent to the memory location of the buffer, al-
lowing this adjacent data to be leaked or corrupted. Moreover,
an arbitrary memory access violation allows data manipulation
in non-adjacent memory locations.

Temporal memory violations typically use dangling pointers
(i.e., pointers that refer to freed memory objects) to perform
a use-after-free (UAF) access. Specifically, an attacker can
misuse a dangling pointer to access the data of a freed memory
object. The UAF error can be exploited to leak or corrupt
potentially sensitive data that resides in the same memory
location. UAF errors are further categorized depending on
the memory state (whether the memory is free or has been



reallocated). UAF errors that affect memory in the reallocated
state are critical. Precisely, if the memory has been reallocated,
the attacker can access the reallocated and potentially sensitive
object. Moreover, double-free errors are a special case of UAF,
allowing an object to be freed twice.

B. Cryptographic Memory Protection
Cryptography is a versatile building block for system secu-

rity. It addresses a wide range of security concerns through
cryptographic primitives such as encryption and authentica-
tion. Various academic and commercial designs introduce
different mechanisms based on cryptographic primitives to
implement security measures for memory safety [53], [54],
memory integrity [27], and software isolation [64].

Cryptographic pointer integrity [15], [39], [50] can be used
to protect against control-flow hijacking attacks. ARM pointer
authentication (PAuth) [50], for instance, uses a MAC encoded
in the upper bits of the pointer to ensure pointer integrity
while stored in memory. Security researchers have proposed
ISA extensions [35], [46], [65] that leverage cryptographic
building blocks to enforce memory safety. These techniques
use cryptography to enforce confidentiality or integrity (or
both) of data stored in memory. In addition, there have been
academic proposals for secure enclave architectures [60] and
DRAM integrity protection schemes [18], [27], [32], [33]
based on cryptographic primitives.

III. DESIGN

This section presents our novel ISA extension designed
to enable fine-grain and scalable memory isolation through
efficient low-latency cryptography. At its core, our design
cryptographically binds memory access privileges to pointers,
enabling least privilege policies that detect access violations
with cryptographic strength. To achieve scalable isolation, we
use a message authentication code (MAC) to perform fine-
grain and implicit cryptographic integrity checks for every
memory operation. Similar to pointer tagging, the MAC is
encoded into the unused upper bits of the pointer. Thereby,
we construct a cryptographic lock-and-key mechanism where
access to a memory location is solely granted with the corre-
sponding access privileges. The MAC represents the pointer’s
access privileges to specific memory regions, enforcing the
principle of least privilege.

A. Threat Model
Our threat model is consistent with existing research on

memory safety [21], [28], [35], [65], [73]. We assume that one
or more memory safety vulnerabilities are present in the target
user space program, granting an adversary arbitrary read-and-
write capabilities. Additionally, we presume that the attacker
has knowledge of the address space layout (i.e., is able to
bypass ASLR).

However, we assume Write-XOR-Execute is enabled, pre-
venting the injection of arbitrary code. We also assume the
operating system is trusted and free of exploitable program-
ming errors. Note that microarchitectural attacks [30], [36] and
fault attacks [29], [43] are beyond the scope of this work.
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Fig. 1: The cryptographic lock-and-key mechanism for least
privilege enforcement. Memory operations are implicitly ver-
ified using cryptographic integrity checks. The MAC is com-
puted at every read and write operation and compared against
the MAC encoded in the pointer.

B. Design Properties

We define the following key properties for our design
to address the challenges of memory isolation for modern
computing systems and legacy software:
• Principle of least privilege: Our design cryptographically

enforces the least privilege principle for memory operations
transparently in hardware.

• Scalable isolation granularities: Our approach supports
memory isolation that scales from the level of individual
objects (i.e., memory safety) to the isolation of arbitrarily
sized domains, depending on the security requirements of
the respective software module.

• Flexible number of execution contexts: Our design allows
the isolation of an arbitrary number of concurrent execution
contexts (i.e., protection domains) while also supporting
frequent policy changes.

• Lightweight ISA extension: Our extension only minimally
increases the CPU’s microarchitectural complexity and pre-
serves binary and ABI compatibility.

C. Secure Hardware Architecture

Our ISA extension incorporates cryptographic integrity
checks, validating the pointer’s access privileges on every
memory operation. For this, we utilize MACs encoded in
the pointer, representing its access privileges. This crypto-
graphic lock-and-key approach allows us to enforce least
privilege policies for scalable isolation granularities ranging
from single-byte object-granular isolation to the isolation of
arbitrarily sized protection domains.
Pointer Layout and MAC Generation. Figure 1 illustrates
the cryptographic lock-and-key approach. Our scheme uses a
6-bit radix in combination with a 4-bit ID as page-granular
metadata, both of which are stored in the PTE. The radix
divides a pointer into two parts: an upper fixed address part
and a lower offset part. The upper fixed part of the address is
used for the MAC computation, together with the radix, the ID,
and a secret per-process key. When the pointer is signed (e.g.,
during a memory allocation), the resulting MAC is encoded in
the upper bits of the pointer. The derived MAC grants access
privileges solely to memory with the power-of-two bounds
set by the radix. The lower offset part of the pointer can be
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Fig. 2: Overview of the different cryptographic least privilege policies enforced by our ISA extension.

modified (e.g., through pointer arithmetic) to point to different
locations within this memory region.
MAC Verification. Memory operations are implicitly verified
using cryptographic integrity checks performed by the proces-
sor’s microarchitecture. This validation restricts pointer deref-
erences to their designated memory region. During memory
access, our hardware-enforced authentication recomputes the
cryptographic MAC in the same way as the initial generation.
The encoded and recomputed MAC are then compared for
equality (cf. Figure 1). As a result, memory safety errors
that allow dereferencing a pointer outside its access privileges
will be detected by the MAC verification, thus preventing
illegal memory access. Moreover, we use the ID to enforce
different privilege policies at a page granularity. This allows
us to directly revoke access privileges for pointers by updating
the ID (or radix) of the PTE. The cryptographic integrity
check validates that a pointer has the corresponding access
privileges for a memory location, indicated by a success-
ful MAC authentication. Note that the hardware architecture
ensures validity for the entire data width of the memory
operation. Any alteration of the upper fixed address, radix,
or ID influences the MAC calculation (i.e., memory accesses
outside the intended memory region or revoked privileges),
resulting in a failed MAC authentication and immediately trig-
gering a hardware exception leading to program termination
by the OS. Consequently, the pointer becomes unforgeable
within the cryptographic bounds of the MAC and can only be
dereferenced within its intended memory region.
Legacy Compatibility. Our pointer layout (i.e., pointer
tagging) is largely compatible with existing C/C++ computing
systems. The pointer can be used for pointer arithmetics
or array indexing within its allowed bounds. Furthermore,
for compatibility with legacy software, we designate legacy
memory locations using a distinct radix encoding (i.e., all radix
bits set to ones). This allows legacy memory locations to be
accessed using legacy pointers without a MAC, while memory
access to protected memory is always authenticated. Thus,
legacy pointers cannot be used to access protected memory.
Note that legacy and protected memory are not co-located
within a single page. This allows us to be binary compatible
without compromising security or usability.

D. Cryptographic Least Privilege Policies

In the following, we discuss four policies on how our design
enforces scalable memory isolation and revocation of access
privileges. Figure 2 provides an overview of the different
policies enforced by our ISA extension.
Sub-Page Granular Memory Isolation. Within a page,
several different memory objects can be isolated from each
other, given that each of them resides in its own power-of-two
region. Figure 2a shows an example in which a 4 kB page is
used for eight 512B objects. To isolate the objects against each
other, we set the radix for this page to 512B, ensuring that
the signed pointers to these objects are restricted to accessing
their object and are prohibited from accessing the other seven.
As the upper fixed part of each pointer varies between distinct
512B objects, an out-of-bounds (OOB) access results in a
MAC mismatch and, thus, a verification failure. This radix-
based isolation works with arbitrarily small (power-of-two)
granularities down to a single byte.
Page Granular Memory Isolation. To isolate objects larger
than a page, allocations need only be aligned to a page size
(i.e., 4 kB), as long as no other PTE exists within that power-
of-two region that has the same radix and ID pair. The memory
allocator can efficiently manage this policy. For example, all
unused pages within the given power-of-two page can be left
unmapped. Note that this does not use any additional physical
memory. Alternatively, the virtual pages in that region can still
be used as long as the radix or ID is different since a signed
pointer can only access pages with correct PTE metadata.

Our scheme also allows access to memory regions of non-
power-of-two size by interleaving radices. The ID is used to
limit the access privileges of overlapping radix power-of-two
sizes for large memory regions. For instance, a 12 kB (i.e.,
3 pages) memory object is given a radix value that allows it
to access a 16 kB region (i.e., 4 kB more than it should have
access to). This 16 kB region has 4 PTEs, each mapping to
4 kB pages. However, the PTE of the last 4 kB page uses a
different radix or ID. As a result, the first 12 kB can be isolated
from the adjacent 4 kB.

Figure 2b depicts a similar case. There, the 8 kB memory
region y gets a radix of 16 kB, as that particular region is not



8 kB-aligned. Since the two adjacent memory regions (i.e.,
x and z) use different radices or IDs, all three objects are
isolated from each other. Therefore, by properly selecting the
ID values for large memory regions, we can securely interleave
different radix sizes with no loss in security or usable memory.
Notably, the same ID values can be reused freely for different
non-overlapping radices.
Revocation. The radix defines the power-of-two size of the
memory range that is cryptographically linked to the pointer,
while the ID field acts as a version number. To revoke the
access privileges of existing pointers, it is sufficient to update
either the radix or the ID in the PTE, thus invalidating all
previous pointers to objects on that page. If the same radix
and ID pair is not reused for that page, a revoked pointer can
never be used again without causing an exception. Figure 2c
shows this where the memory of ptr_revoked used to have
ID 4 but has since been updated.
Interleaved Memory Sharing. Figure 2d depicts how differ-
ent radices may be used on a single physical page via memory
aliasing. If a sub-range of memory needs to be shared (e.g.,
to an untrusted function), a new PTE can be generated with a
different radix and ID. The PTE may also set different page
permissions, such as read-only. The resulting pointer would
then only have access to that sub-range limited by the radix.

E. Isolation of Objects and Domains

The cryptographic integrity checks provided by our ISA ex-
tension enable the isolation of individual objects (i.e., memory
safety) and the isolation of protection domains.
Spatial Memory Safety. We enforce spatial safety through
specific memory management and alignment facilitated by
binning memory allocators. Binning memory allocators group
identical-sized objects in buckets. We take advantage of this
structure, as all slots within a bucket have the same size.
Thus, our page-granular metadata (i.e., radix and ID) applies
to the entire bucket. In our case, buckets use power-of-two
sizes, which facilitates for the detection of spatial memory
safety errors. Any spatial memory violation modifies the
upper part of the virtual address, which results in a failed
MAC authentication and is detected within the cryptographic
security bounds.
Temporal Memory Safety. We enforce temporal memory
safety by combining our mechanism with a memory quar-
antining strategy [2], [19]. Conceptually, freed memory is
quarantined and only reused after ensuring temporal safety
requirements. We isolate freed objects in quarantine for each
page until all objects within that page are freed. Subsequently,
we assign a new ID to that page, which automatically revokes
access for potential dangling pointers. Since the updated ID
results in a failed MAC authentication (within cryptographic
bounds), it prevents potential dangling pointers from accessing
objects on the respective page. This allows us to revoke and
reuse virtual pages up to 16 times, as we have a 4-bit ID.
After exhausting the provided ID range, we propose three
approaches. First, one can opt to not use the virtual address
of that page anymore, resulting in a slight decrease in usable

virtual address space. Second, the particular virtual page can
be reused for a different bucket size (i.e., different radix).
Third, memory scanning [8] can be used to identify potential
dangling pointers before reuse.
Protection Domains. Similar to spatial memory safety,
sub-page granular isolation is achieved through power-of-
two memory alignment, which enforces radix-aligned memory
protection. Larger (i.e., at least page-sized) regions are page-
size aligned and isolated by a unique ID within the radix
region. Similar to temporal memory safety, when an execution
context ends, we update the ID of all of the context’s pages
(up to 16 times). This prevents dangling pointers from old
execution contexts, which may still exist elsewhere in the
program, from being used.
Interleaved and Revocable Memory Sharing. As shown
in Figure 2d, our design also supports secure (interleaved)
shared memory between one or more protection domains.
We use page table aliasing to establish shared memory be-
tween two distinct execution contexts, with privilege policies
enforced by the radix and ID in the respective PTE. For
instance, our design allows for fine-grain shared memory at
the sub-page level through the radix in the aliased PTE.
The corresponding pointer has access privileges only to the
(sub-page) shared memory location, given a radix power-
of-two alignment. Again, spatial violations are prevented by
the radix boundaries enforced by the cryptographic integrity
checks of the hardware feature. We also enforce the page-
granular read-and-write permission present in the aliased PTE
(via the mprotect system call), enabling read-only sharing.
Revocation of aliased shared memory objects is achieved by
updating the ID in the aliased PTE without having to unmap
the shared memory entirely. Similar to temporal safety, an
updated ID invalidates pointers to shared memory objects. By
using more aliases, memory objects can be shared between
multiple domains, each with different access permissions.

IV. FORMAL MODEL

In the following, we formalize the proposed ISA extension
in the domain-specific language called Sail [3]. The reason we
chose Sail is its powerful type system and versatile backends,
as well as its use in the industry, e.g., for the official RISC-V
specification [42]. Moreover, being able to export Sail code
to logic formulas in the satisfiability modulo theories (SMT)
format [6], we are able to formally verify desired properties
of our ISA extension.

A. Sail Specification

Sail is a strongly typed language with automatic type
inference. For the purpose of defining our ISA extension, we
first define type aliases for bit-vectors of appropriate size for
each of the key components, e.g., a 16-bit tag type tag_t,
a 6-bit radix type radix_t, a 4-bit ID type id_t, etc.
Moreover, we define utility functions for various parts of the
existing ISA, bit-vector manipulation, and memory interface.
Signing Userspace Addresses. A key component of the
proposed scheme is the signing of userspace addresses, with



Listing 1: Sail specification of useful signing utilities.� �
register key : key_t
val mac : (key_t, msg_t) -> tag_t

val sign : (uaddr_t, radix_t, id_t) -> tag_t
function sign(uaddr, radix, id) = {
if radix == legacy_radix then
return zeros(sizeof(tag_len));

let mask : uaddr_t = ~(to_unary(radix));
return mac(key, radix @ id @ (uaddr & mask));

}� �
Listing 2: Sail specification of the signing instruction.� �

val instr_sign : (rex_t, modrm_t, sib_t, disp_t) -> unit
function instr_sign(rex, modrm, sib, dis) = {
let reg_id : reg_t = decode_regid(rex, modrm);
let src_val : u64_t = decode_src(rex, modrm, sib, dis);
let _ @ uaddr : uaddr_t = gprs(reg_id);
let _ @ radix : radix_t = src_val[ 7 .. 0];
let _ @ id : id_t = src_val[15 .. 8];
let tag = sign(uaddr, radix, id);
gprs(reg_id) = tag @ 0b0 @ uaddr;

}� �
their associated radix and ID, using a cryptographic MAC and
a per-process secret key. Listing 1 gives a formalization of
this procedure, as described in Section III-C. Here, we define
a global register key of the appropriate type key_t, and
declare a function mac that maps a key and message to a
cryptographic tag. Note here that Sail allows uninterpreted
functions within specifications, as long as typing constraints
are fulfilled, and we use this to leave the details of the mac
function up to the actual implementation. Finally, Listing 1
defines the actual sign function. First, the function handles
the special case for legacy radices, producing a zero tag. Oth-
erwise, the resulting tag is computed using the mac function,
whose message input is the concatenation of the radix, ID,
and the userspace address with its lowermost bits masked out
according to the radix.
New Signing Instruction. While the proposed approach is
ISA agnostic, we give a concrete example of how the signing
could be implemented in an extension to the x86-64 ISA.
Listing 2 shows the specification of a new x86-64 instruction
for the computation of signatures. The instruction has two 64-
bit operands; the first always being a register, and the second
coming from either another register or memory. On x86-64,
operands are decoded from a ModR/M byte, an optional REX
instruction prefix, and in the case of memory operands, an
optional SIB byte and optional address displacement of up
to 32-bit [23]. These decoding details are abstracted away in
Listing 2 through the decode_regid and decode_src
utilities. The userspace address is extracted from the first
operand, the radix and ID are extracted from the two low-
ermost bytes of the second operand, ignoring the unused
uppermost bits. Finally, the tag is computed with the sign
function, appended to the userspace address, and written back
to the first operand. No flags are affected.
Memory Access Checks. Finally, we also formally specify
the checks performed for each aligned memory access, as
shown in Listing 3. The check consists of several phases.

Listing 3: Sail specification of the additional checks performed
before each memory access.� �
val new_check_memop : (vaddr_t, data_size_t) -> status_t
function new_check_memop(vaddr, len) = {

let tag : tag_t @ raddr : raddr_t = vaddr;
if raddr[47] == bitone then
return check_memop(vaddr, len);

let vpnum : vpnum_t @ _ = raddr;
let radix : radix_t = radices(vpnum);
let id : id_t = ids(vpnum);
let mask : uaddr_t = ~(to_unary(radix));

let _ @ uaddr_f : uaddr_t = raddr;
let uaddr_l = uaddr_f + zero_extend(size_mask(len));
if (uaddr_f & mask) != (uaddr_l & mask) then
return Error_radix_overflow(uaddr_f, radix, len);

let comp_tag = sign(uaddr_f, radix, id);
if comp_tag != tag then
return Error_tag_wrong(comp_tag, tag);

return check_memop(zero_extend(raddr), len);
}� �

First, the provided virtual address is split into the tag and
canonical address part raddr. In case of kernel addresses,
the standard access check is performed. Next, the virtual page
number vpnum is extracted from raddr and used for the
TLB lookup, respectively page table walk, to retrieve the radix
and ID. Furthermore, we check whether the whole memory
access of length len is within the same radix region, and
give an error otherwise. Finally, the tag is recomputed using
the sign function and compared to the provided tag. If
there is a mismatch, an error is produced, and otherwise, the
standard access check is performed with the clean userspace
address. Note here that non-canonical memory accesses now
also produce the tag mismatch error.

B. Verifying Specification Properties

An interesting capability of the Sail language is the writing
of properties, which are specially defined Sail functions that
produce Boolean outputs, and can be turned into a logic
formula. Afterwards, one can use off-the-shelf SMT solvers,
such as Microsoft’s Z3 [16], to prove the given functions
always return true. We have implemented and checked several
properties our specification should fulfill. We give a brief
(informal) overview in the following:
• Legacy compatibility: Unprotected legacy pointers can

access unprotected memory, same as before extension.
• Tag consistency: It is not possible to successfully access a

canonical userspace address with the wrong tag.
• Region isolation: All wide memory accesses that overflow

into an adjacent memory region produce an error.
During the development of the properties, Z3 routinely found
counterexamples, e.g., whenever we were missing an assump-
tion. After we refined the property definitions accordingly, Z3
was able to instantaneously prove that the properties hold.
Moreover, we believe the given specification should be useful
for verifying functional correctness of real-world hardware
implementations later on [3], [11].



V. IMPLEMENTATION

In this section, we detail our prototype implementation,
including a hardware model, allocator, and kernel patch.

A. Hardware Model

Our prototype is built on the open-source gem5 simula-
tor [9], [37] (gem5 version 22.1.0.0), a widely used full-
system simulator for the implementation and evaluation of
hardware extensions [28], [32], [33], [38], [65]. The gem5
prototype features a functional and timing-accurate hardware
model of our ISA extension, integrating the cryptographic
integrity checks into the CPU’s microarchitecture. Moreover,
it is fully parameterizable regarding the MAC computation
latencies. While our design is ISA agnostic, we implement
our gem5 prototype specifically for the x86-64 architecture.
Implementing our ISA extension requires a small set of modi-
fications to the CPU microarchitecture. The system integration
includes the following changes to our gem5 simulator:

First, we implement hardware address masking to enable
a pointer tagging mechanism. The gem5 simulator utilizes
memory requests, which are issued by a software module
responsible for managing load and store operations. These
requests provide a high-level abstraction for all memory
operations of the underlying ISA. We modify the load and
store unit to mask the address before generating the memory
request. This allows us to propagate the upper bits of the
pointer (i.e., the pointer tag) as metadata associated with the
memory request. The specific number of upper bits utilized for
the hardware address masking depends on the virtual address
mode. For instance, the 48-bit addressing mode allows us to
use the 16 uppermost bits to encode the MAC. The hardware
address masking propagates the MAC as metadata for every
issued memory request.

Next, we perform the integrity checks (i.e., hardware au-
thentication) during the translation lookaside buffer (TLB)
lookup for every memory operation accessing protected pages.
The gem5 simulator performs the address translation for every
memory request issued by the hardware model. The page table
walker resolves the virtual-to-physical mapping and caches the
corresponding page table entry (PTE) in the TLB. In addition,
the memory management unit (MMU) performs access per-
mission checks (e.g., read, write, execute) using the permission
bits stored in the PTE. Our mechanism incorporates the radix
and ID in the PTE, which can be set by the OS kernel using the
syscall interface (mprotect-like system call). Similar to the
other page permission checks, we integrate our cryptographic
integrity checks into the MMU. As shown in Listing 3, we use
a low-latency block cipher to recompute the MAC using parts
of the address, radix, and ID (with a unique per-process secret
key), and compare it against the MAC metadata propagated
through the memory request. Additionally, the MMU ensures
validity for the entire data width of the memory request. A
MAC mismatch indicates a memory safety error and triggers
an exception for the corresponding memory request. Access
to protected pages is only granted for pointers with the corre-
sponding access privileges. We reserve a special radix value

to identify legacy memory pages, allowing legacy pointers to
access the memory locations. The synchronous cryptographic
integrity checks of our gem5 hardware model influence the
L1 access latency since the MAC validation needs to be
finished before processing the received data. Suitable cipher
candidates for our ISA extension are BipBip [7], QARMA [4],
QARMAv2 [5], and SPEEDY [34]. Depending on the block
cipher in use and the processor’s clock frequency, the cipher
latency varies between 1–3 cycles. Our gem5 hardware model
is fully parameterizable regarding cipher latencies, which is
reflected in our performance evaluation.

Lastly, we extend the x86-64 instruction set to integrate the
custom Sign instruction specified in Listing 2. Alternatively,
one could also implement a software-based signing operation
with the same functionality.

B. Memory Allocator

Our prototype implementation is based on the musl C stan-
dard library (musl-libc version 1.2.3). Leveraging our novel
hardware feature, we modify the binning memory allocator
to enforce our cryptographic least privilege isolation on all
heap-allocated objects. As such, it is binary-compatible and
can be linked to existing C applications. We instrument all
malloc-related function calls to return and operate on signed
pointers. When requesting a new page from the operating
system, the allocator also sets the ID and radix through the
mprotect system call. As each bucket contains only power-
of-two slots, all pages within that bucket share that same radix.
Our allocator conforms to the slot sizes by rounding up the
allocated size to the next power-of-two. When handing out
pointers to the userspace application, e.g., before returning
from malloc, the allocator signs the returned pointer using
the Sign instruction of our extended x86-64 ISA. Since the
ID and radix are used for the signature, the allocator stores
both in per-bucket metadata to avoid additional system calls
during pointer signing. Moreover, to ensure temporal memory
safety, the memory allocator quarantines freed objects within
a page until all objects on that page are freed. Once all objects
are freed, the allocator assigns a new ID for that page, thus
invalidating any dangling pointers referencing that page.

C. Linux Kernel Patch

To enable the setting of ID and radix values in the PTEs,
we extend the mprotect system call with additional ar-
guments (similar to pkey_mprotect). Similar to other
(PTE) permission bits, we store our page metadata in the
vm_area_struct structure. We encode the 6-bit radix and
4-bit ID into the PTE, repurposing previously unused bits by
the ISA (i.e., x86-64 PTE [24]). We repurpose the four Intel
MPK bits for our implementation. In addition, 9 bits (bits 58–
52 and 10–9) are currently unused and ignored, which leaves
a total of 3 bits for future use. Note that in practice, several
different options are available. For instance, it is also possible
to encode the ID and radix in the upper physical address bits.
However, this would reduce the addressable physical memory.



VI. SECURITY ANALYSIS

This section provides a systematic analysis (i.e., on memory
errors) of our design and an empirical security evaluation.

A. Systematic Analysis

Our ISA extension enables scalable memory isolation with
cryptographic strength. The prototype implementation uses
the 48-bit virtual addressing mode, which allows for a 16-
bit MAC. Note that using the 39-bit virtual addressing mode
would allow us to encode a 25-bit MAC. For this analysis,
we generalize the MAC size to M bits. Assuming a crypto-
graphically secure MAC, a collision (i.e., second preimage
resistance) occurs with a probability of 2−M . An attacker
could also try to predict the correct MAC value to access data
in an arbitrary memory location. This forgery attempt leads
with a high probability (1− 2−M ) to a hardware exception.

An attacker could attempt to forge a legacy pointer to bypass
the cryptographic integrity checks. However, our design pro-
hibits any memory access using legacy pointers to protected
memory. Thus, it is not possible to bypass our protection
mechanism by using legacy pointers.

In addition, our ISA extension achieves memory safety (i.e.,
object-granular isolation) through the use of a binning memory
allocator, which locates same-size objects on the same buckets
(and pages). Moreover, every memory object is aligned to a
power-of-two size represented by the radix. Thus, linear buffer
overflows are prevented since overflowing from one radix into
an adjacent one is detected by the memory access checks.
Similarly, arbitrary memory safety violations are detected by
the integrity checks, i.e., MAC authentication.

A special case of spatial memory vulnerability is the sub-
object memory violation, where data is corrupted within
an object outside the intended internal boundaries (e.g., C
structures). We exclude sub-object memory violations since
our protection mechanism operates on an object granularity.
Furthermore, recent studies show that sub-object violations
only account for around 1 % of observed vulnerabilities [40].

We prevent use-after-free (UAF) errors through memory
quarantining [2], [19]. UAF errors are caused by dangling
pointers referencing already freed memory locations. Here,
we need to distinguish two cases: UAF in the freed and
reallocated state. UAF in the freed state defines that no object
has been reallocated on the same chunk of memory, and
the reallocated state defines that a new object is assigned to
the previously freed chunk of memory. Moreover, dangling
pointers to memory in the reallocated state can be exploited
to modify the data of the new memory object. To counteract
UAF errors, our memory allocator puts freed objects into
quarantine and waits until all objects within the page are freed.
Subsequently, we assign a new ID to the page, and the page
can be reused. Thus, memory accesses using a dangling pointer
(UAF in the reallocated state) are mitigated by the integrity
checks since the IDs mismatch. We can reuse every page until
all unique IDs are used and afterwards return the page to the
OS or scan the memory for potential dangling pointers [8].
Note that our design cannot detect UAF in the freed state due

TABLE I: The results of the empirical security evaluation for
CWE-122 and CWE-416 of the NIST Juliet test suite.

CWE Description Number of Test Cases Passed

CWE-122 Heap buffer overrun 1368 Test Cases 100 %
CWE-416 Use-after-free (UAF) 138 Test Cases 100 %

to this imprecision; however, protecting the reallocated state
is typically the crucial property of UAF.

Similarly, double-free errors are detected. In the freed state,
a double-free is detected since the memory chunk is in
quarantine. In the reallocated state, a double-free is detected
by the integrity check of an access before freeing the object.

Moreover, uninitialized use of memory is also classified as
a temporal safety vulnerability. While this threat is not directly
addressed by our design, it can be relatively easily mitigated by
enforcing memory initialization (pool zeroing) before usage.

B. Empirical Security Evaluation

We use the Juliet [12] test suite (Juliet version 1.3) for
our empirical security evaluation to demonstrate the efficacy
of our design. Juliet provides test cases for common types
of memory safety errors, categorized as common weakness
enumerations (CWEs) [41], divided into good and bad types
for each test case. In particular, we focus on the subset of
C benchmarks for CWE-122 heap buffer overrun and CWE-
416 use-after-free of the Juliet test suite. Note that Juliet
was initially designed for testing static analysis tools, not
for runtime testing. As a result, some test cases may require
specific input stimuli, cause the test program to crash, or not
necessarily trigger an actual memory safety violation. In order
to reasonably evaluate Juliet’s benchmarks, we use the Address
Sanitizer (ASan) [56] to identify the subset of benchmarks
that trigger detectable memory safety errors. Additionally, we
exclude sub-object memory violations as they are not covered
in our prototype implementation.

Furthermore, our design requires minor adjustments for
some of the Juliet benchmarks. For instance, some test cases
of CWE-122 need to be adapted to trigger an actual heap
overrun since our memory allocator aligns all memory objects
to bucket sizes. With these adaptations, an overflow that
would originally corrupt padded memory locations (which
are not security-critical) will now corrupt the memory of an
adjacent or non-adjacent object. Similarly, CWE-416 needs to
be adapted as some of these benchmarks perform the UAF
access in the freed state. We instrument the benchmark to
perform the UAF error in the reallocated state (the crucial
UAF detection property). Table I highlights the results of
the empirical security evaluation using CWE-122 and CWE-
416 of the NIST Juliet test suite. We define a test case
as successful if the cryptographic integrity checks of our
ISA extension trigger a hardware exception. In summary, our
scheme successfully detects all memory safety errors for the
subset of CWE-122 (heap buffer overrun) and CWE-416 (use-
after-free) test cases identified by ASan.
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Fig. 3: The simulated relative runtime overhead of heap
memory isolation using different cipher latencies, ranging
from 1–3 cycles, for the SPEC CPU2017 benchmark suite.
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Fig. 4: The simulated relative runtime overhead of heap
memory safety through single object isolation with a 3-cycle
latency for the SPEC CPU2017 benchmark suite.

VII. EVALUATION

This section evaluates the system performance of our pro-
totype and discusses the area and alignment overhead.

A. Performance Evaluation

The evaluation of our hardware model uses a subset of
C programs of the SPEC CPU2017 [13] benchmark suite,
compiled using our modified musl-libc with -O3 optimiza-
tion level. All benchmarks are executed in full-system mode
running Linux (kernel 5.15.67) with our patch applied.
Configuration. For our performance evaluation, we use the
following gem5 configuration. We use the TimingSimpleCPU
model with a clock frequency of 3GHz. We instantiate a
private 8-way set associative cache with a 16 kB L1 instruction
cache, and a 64 kB L1 data cache with 64B cache lines. In ad-
dition, we instantiate a 16-way set associative shared L2 cache
with a size of 8MB, acting as a last-level cache (LLC). We
configure the cache access latencies using parameters derived
from recent Intel processors, i.e., the L1 cache with 5 cycles
and the L2 cache with 17-cycle latency. These parameters are
consistent with existing work on system simulation [28], [35],
[65]. The main memory of our system consists of an 8GB
2400MHz DDR4 DRAM.
Simulation Results. We use the gem5 simulator to measure
the execution time of the workloads. The baseline is measured
using an unmodified gem5 model executing the workloads
compiled with the uninstrumented musl-libc. Note that the
perlbench benchmark is excluded due to toolchain issues with
the musl-libc. Figure 3 shows the simulated relative runtime
overhead of heap memory isolation (i.e., domain isolation)
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Fig. 5: The alignment overhead of our design for object
isolation for the SPEC CPU2017 benchmark suite.

TABLE II: Latency and area overhead of cipher candidates.

Latency‡ Cycles Area‡

Cipher ps 3GHz 4GHz 5GHz µm² GE

BIPBIP-DEC [7] 327 1 2 2 6554 33843

QARMAv1-64 (r = 5) [4] 354 2 2 2 2771 14091
QARMAv1-64 (r = 7) [4] 513 2 3 3 3863 19649

QARMAv2-64 (r = 4) [5] 305 1 2 2 2381 12110
QARMAv2-64 (r = 7) [5] 497 2 2 3 3754 19095
QARMAv2-64 (r = 9) [5] 618 2 3 4 4738 24100

‡ Numbers are taken from QARMAv2 [5] for the Nangate 15 nm process.

using cipher latencies ranging from 1 to 3 cycles. Depending
on the chosen block cipher, the cryptographic integrity checks
increase the L1 access latency by single or multiple cycles
to verify the MAC. Table II illustrates our chosen cipher
candidates and their latency overheads. We report an average
overhead of 2.5–7.4 % for heap isolation, depending on the
chosen low-latency block cipher, for SPEC CPU2017.

In addition, Figure 4 shows the simulated relative runtime
overhead of heap memory safety through single object isola-
tion (i.e., spatial and temporal safety) with a 3-cycle latency
for SPEC CPU2017. Compared to domain isolation, enforcing
memory safety with our design incurs a small additional
overhead due to alignment and quarantining. Our evaluation
shows an average overhead of 7.7 % for spatial safety and
7.6 % for spatial and temporal safety of heap objects.

B. Area and Alignment Overhead

Our design introduces an area overhead due to the block
cipher required for the MAC computation. We approximate
this overhead with a single cipher instance per CPU core.
Table II provides an overview of potential cipher candidates.
Note that additional instances might be required depending on
the cache architecture and block cipher implementation.

Our work isolates individual heap objects by aligning and
padding allocations, which creates a memory overhead. Fig-
ure 5 shows the alignment overhead of our design compared to
the musl-libc for the SPEC CPU2017 benchmark suite. Specif-
ically, sub-page granular objects are aligned to radix-sized
slots. Note that this alignment overhead is mostly negligible
compared to the overhead of larger allocations. Importantly,
for allocation larger than a page, we only need to align the
memory to the next page granularity since we can isolate pages
using different IDs.



VIII. RELATED WORK

Hardware-Assisted Bounds-Checking. Several research pro-
posals have introduced bounds-checking mechanisms, ini-
tially established using software-based approaches (e.g.,
CCured [47], Cyclone [26], or SoftBound [45]), and have now
been efficiently integrated into hardware. Hardware-assisted
mechanisms incorporate additional support for bounds checks
into the processor architecture (where the bounds metadata
is either stored inline, adjacent, or disjoint) [17], [31], [44],
[48], [51], [74], [75]. In contrast, our design achieves scalable
memory protection through cryptographic integrity checks.
Capability Architectures. Capability-based systems like the
M-Machine [14], CHEx86 [59], and CHERI [69], [70], [71]
utilize capability-based addressing to enforce the principle of
least privilege on the architectural level. CHERI leverages a
single-bit memory tag to protect capabilities in memory. More-
over, CHERI integrates capability register into the processor
architecture to enforce spatial memory safety by checking
the object’s bounds on memory interactions. In addition,
Cornucopia [19], [20] provides temporal memory safety for
CHERI heaps. However, CHERI’s 128-bit capabilities can
cause incompatibilities with legacy software. Furthermore,
CHERI extensively reshapes the processor architecture, which
can be hard to integrate into complex CPU designs. Contrarily,
we enforce least privilege to secure legacy computing systems
by only minimally increasing microarchitectural complexity.
Tagged Memory Architectures. Memory tagging [25],
[58], [66], either implemented in software or hardware,
employs a lock-and-key mechanism to enforce logical in-
tegrity checks. ISA extensions, like the ARM memory tag-
ging extension (MTE) [57] and SPARC application data
integrity (ADI) [1], [58], integrate tagged memory into the
system architecture, propagating the memory tags through the
memory hierarchy. However, ARM MTE, which uses four
tag bits per 16B, and SPARC ADI, using four tag bits per
64B, yield a high collision probability of 6.25 %, potentially
leading to undetected memory safety violations. Furthermore,
memory tagging has the disadvantage that its logical integrity
scales poorly in terms of security. An increased tag size incurs
an unmanageable high memory overhead, making larger tag
sizes impractical to implement. Moreover, conventional tagged
architectures rely on additional DRAM requests (issued by
the memory controller) to receive the tag metadata from the
main memory, increasing DRAM pressure and leading to a
non-negligible performance overhead. Unlike logical integrity,
our cryptographic integrity elegantly scales in security and
isolation granularity while only relying on PTE metadata.
Cryptographic Memory Safety. Cryptographic primitives
such as authentication and encryption are already established
for the enforcement of cryptographic pointer integrity [15],
[39] and are recently adapted for memory safety [53], [54].
Cryptographically sealed pointers [65] and CrypTag [46], for
example, enforce spatial and temporal memory safety using a
cryptographic lock-and-key approach. While cryptographically
sealed pointers detect memory safety violations using a cryp-

tographic MAC in combination with efficiently scaled memory
tagging, CrypTag [46] applies cryptographically tagged mem-
ory by leveraging a memory encryption engine to implicitly
encode the memory tags into the MAC of the authenticated
encryption. Both countermeasures rely on additional DRAM
fetches to propagate (sub-) cache line-granular metadata sim-
ilar to tagged memory (incurring comparable performance
overheads) to apply integrity protection. Cryptographic capa-
bility computing (C3) [35] partially encrypts the pointer and
uses the encrypted part, called cryptographic address (CA), as
nonce for a keystream generator. Memory accesses enforce CA
decryption followed by data encryption or decryption utilizing
the keystream. This way, C3 can either generate exceptions due
to corrupted addresses or result in access to garbled data. The
detection of memory safety errors typically requires additional
metadata for integrity checks. We achieve fine-grain memory
isolation by solely relying on PTE metadata (instead of tagged
memory) that does not increase the DRAM pressure.
Memory Protection Keys. Intel memory protection
keys (MPK) [49] implement access policies based on logical
integrity that are controlled by the user space protection key
register (PKRU). The protection keys are stored inside the
page table entries (PTEs) and checked in the MMU during
the page translation procedure, i.e., by comparing whether
the protection key matches the current policies of the PKRU
register. For instance, ERIM [67], Hodor [22], and Donky [55]
use MPK to enforce in-process domain isolation. Note that
MPK supports page-granular access policies for 16 protection
domains, which can be limiting for modern software systems
that may require thousands of separate execution contexts.

IX. CONCLUSION

In this paper, we presented cryptographic least privilege en-
forcement (CLPE), a scalable isolation mechanism enforcing
the principle of least privilege with cryptographic strength. The
ISA extension detects memory safety errors by incorporating
cryptographic integrity checks based on message authentica-
tion codes (MACs). Specifically, our design effectively scales
through cryptography, allowing the isolation of individual
objects (i.e., memory safety) and the isolation of protection do-
mains. We provide a formal model of our ISA extension, along
with a hardware model that enables functional and timing-
accurate simulation. Moreover, our mechanism only requires
lightweight architectural changes while preserving legacy code
compatibility. The simulated performance overhead of our
hardware model demonstrates the efficiency of our design,
reporting an average overhead of 2.5–7.4 % for the subset of
C programs of the SPEC CPU2017 benchmark suite.
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